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When encountering a new opinion or claim, it is often 
difficult to quickly and accurately verify its truth on the 
basis of personal experience alone. We might approach 
this situation by relying on cues, such as the number 
of people who agree with it. For instance, if you come 
across a social-media post stating that “genetically mod-
ified crops are a good idea,” you might be inclined to 
give this claim more weight if there is a consensus 
supporting it.

This kind of consensus effect, in which people tend 
to be more convinced by something if multiple people 
agree on it, has been demonstrated extensively (see 
Mercier & Morin, 2019, and Oktar & Lombrozo, 2025, 
for reviews). However, reasoning about consensus in 
everyday life can be complex. For one thing, people 
vary generally in how much they engage in critical 
reasoning (Cacioppo & Petty, 1982; Kruglanski et al., 
1993). Another issue is that many factors go into evalu-
ating complex claims, and individuals differ in how they 
weigh those factors. These factors include the prestige 

of (Atkisson et  al., 2012) or the confidence in (Sah 
et al., 2013) the source of the claim, and the complexity 
of the arguments given in support of it (Zemla et al., 
2017). Moreover, reasoners realize that people making 
arguments in support of a claim (e.g., on social media) 
have both different levels of competence (Lin et  al., 
2016) and different goals, which include persuasion, 
identity signaling, trolling, and deception (Pucci et al., 
2023). If individuals have different assumptions about 
the nature or importance of these factors, this will mean 
that they differ in how sensitive they are to consensus 
effects in the first place. Indeed, research suggests 
people differ in the extent to which they consider social 
information when making judgments and decisions 
(Molleman et al., 2019; Toelch et al., 2014). However, 
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previous research has typically focused on group-level 
rather than individual behavior.

Another key factor is the independence between the 
sources that contribute to the consensus. It is often 
argued that a consensus should be more convincing 
when everyone within the consensus reached their 
opinions independently (Connor Desai et  al., 2022;  
Harkins & Petty, 1987; Whalen et al., 2018; Xie & Hayes, 
2022; Yousif et al., 2019). If multiple social-media posts 
from different people agree that genetically modified 
crops are a good idea, and they all reference different, 
independent sources supporting this claim (e.g., dif-
ferent scientific studies or surveys), one would think 
that this sort of independent consensus would be more 
convincing than if each of the people involved refer-
enced the same source (dependent consensus). Indeed, 
normative models of decision-making support the idea 
that people should weigh claims corroborated by mul-
tiple independent sources more than claims corrobo-
rated by dependent (repeated) sources (for a review, 
see Couch, 2022).

Unfortunately, in the real world, it is often unclear 
which primary sources have influenced someone’s 
opinions. Even if the primary sources that influenced 
people are known, one might be unsure whether those 
sources are truly independent, because they could have 
collaborated or used the same underlying data (Madsen 
et al., 2020; Pilditch et al., 2020). These difficulties mean 
that people might believe that a consensus is not inde-
pendent when it actually is, or that what looks like an 
independent consensus actually is not. For instance, 
most COVID-19 antivaccination views originated from 
the same few people (Center for Countering Digital 
Hate, 2021), and the majority of climate-change-denial 
blogs rely on the same few primary sources (Harvey 
et al., 2018).

Given these implications, it is vital to understand the 
extent to which people are actually sensitive to con-
sensus independence when reasoning about real-world 
topics. Indeed, this question has been the focus of 
several recent experimental investigations. Much of this 
evidence suggests that people are insensitive to con-
sensus independence except in specific contexts, such 
as when the claim is easily knowable (Aboody et al., 
2022; Yousif et al., 2019), when independence is clearly 
emphasized (Connor Desai et al., 2022), or when the 
relationship between the source and the conclusion is 
clear (Alister et al., 2022)—but even then, the effect of 
source independence is usually very small.

However, the issue is still far from settled. First, 
because it is usually assumed that an independent con-
sensus should be the more persuasive form of evidence, 
relatively little effort is usually made to ascertain the 

extent or nature of individual variation from this stan-
dard. Indeed, pure repetition of information, regardless 
of source independence, can also influence beliefs 
(e.g., Fazio et al., 2022; Pillai & Fazio, 2024). As dis-
cussed above, people might reasonably differ in how 
they use source independence to judge reliability or 
competence. This individual variation may look like a 
null or weak effect on the group level but reflects inter-
esting and sophisticated reasoning at the individual 
level (Xie & Hayes, 2022).

A second limitation is that studies showing the “stan-
dard” consensus effect (i.e., stronger belief in claims 
that are endorsed by many people) have typically 
involved a limited number of claims and claim types. 
This issue is important because people might reason 
about consensus differently for different kinds of claims 
(Richardson & Keil, 2022). For instance, Yousif et  al. 
(2019) found that when a claim was about a new tax 
policy and the sources were economists, people were 
more sensitive to dependence than when it was about 
an event at a local school and the sources were eyewit-
nesses. The authors concluded that people may reason 
differently about claims that are less knowable (like an 
economic prediction) than about those that have a clear 
ground truth (like eyewitness accounts). This hypoth-
esis is consistent with work demonstrating that source 
expertise matters (Maddux & Rogers, 1980; Simmonds 
et  al., 2024), probably in part because experts have 
more insight into the ground truth of a situation. How-
ever, claim knowability has never been systematically 
manipulated over a variety of claims, nor has this 
hypothesis been tested in a more standard consensus 
paradigm comparing contexts in which a consensus 
about a claim has or has not been reached. Hence, it 
remains unclear how much claim knowability matters 
or how robust this effect is.

The current study addresses these limitations and is 
the first to systematically investigate individual- and 
claim-level differences in consensus effects for a large 
number of realistic claims. To our knowledge, the cur-
rent study involved the most stimuli by far in any exper-
imental consensus-reasoning paradigm to date. Each of 
our participants read a total of 420 unique, realistic 
social-media posts, out of a pool of 1,080 total posts 
(to allow for appropriate randomization across condi-
tions) for 60 unique claims (one claim per trial; see the 
Method section). Generating so many trials enabled us 
to implement reliable Bayesian analyses for each per-
son. Including more claims also allowed us to develop 
and test a new taxonomy of claim types on the basis 
of their knowability, which meant we were able to 
systematically identify whether different kinds of claims 
elicited different consensus effects.
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Method

Our study was approved by the University of Adelaide 
Ethics Committee (Approval No. 20/78).

Participants

Participants (N = 160) were recruited from Prolific Aca-
demic. Of those participants, 116 completed Session 1 
and were paid £5.25 per session for up to two 35-min 

sessions. We removed 38 participants on the basis of 
our preregistered exclusion criteria; we removed an 
additional 25 participants who had less than 90% accu-
racy in comprehension checks in Session 1 (see the 
Procedure section) and were not invited to complete 
Session 2 (2 pilot participants did both sessions despite 
having low accuracy in the first session, but they were 
still removed from analyses). Of the remaining partici-
pants who were invited to complete Session 2, a further 
2 participants were removed because of low accuracy, 
and 11 were removed because they failed to complete 
Session 2, leaving a total of 78 participants. Ages ranged 
from 18 to 72 years old (M = 36 years) with 42 partici-
pants identifying as female, 34 as male, and 2 as other. 
All were native English speakers who used English as 
their primary language.

Procedure

After providing consent and passing a short quiz regard-
ing the task instructions, each participant saw 60 trials 
over the course of two sessions on two separate days 
(30 trials per day). Our choice in the number of trials 
was informed by a simulation-based power analysis (see 
Supplemental Material 2 in the Supplemental Material 
available online). Each trial began with participants 
viewing a claim (e.g., “Narcissists are more politically 
engaged”). The claim was accompanied by a photo and 
a brief, neutral social-media post pertaining to the claim 
(e.g., “I’m a modest person, many people say I’m incred-
ibly modest, so I found this interesting to consider . . .”) 
to help set the scene for the participants and facilitate 
engagement with the claim. After reading the claim, they 
were asked to indicate “To what extent do you agree 
with the claim?” using a slider ranging from 0 to 100. 
They then viewed four social-media posts by four distinct 
users who were each sharing another post from a pri-
mary source (see Fig. 1). To ensure that people were 
engaging with the task properly, we required participants 
to indicate whether each user was arguing for or against 
the claim. The 27 participants who were less than 90% 
accurate at this task were removed from the analysis.

As shown in Figure 1, each post took the form of a 
re-post and included the primary source being re-
posted, the primary data referred to by the source, and 
the user’s own words explaining how the primary 
source was persuasive. Because the four users were 
always distinct people with unique profile photos and 
names, this made it clear that all users had read the 
source and that it had influenced their opinions about 
the claim; this was shown to be important in previous 
work (Alister et al., 2022).

After confirming that they had read each post (by 
indicating whether the post endorsed or opposed the 

http://osf.io/mtuyv/
http://osf.io/mtuyv/
http://osf.io/mtuyv/


486	 Alister et al.

Fig. 1.  Experiment stimuli with sample posts from each consensus condition. The left panel is from the independent-consensus 
condition, in which each person re-posted a different source (here, arguing against the claim, or “against”). Those in the middle 
are from the dependent-consensus condition, in which each person re-posted the same source (here, arguing for the claim, or 
“for”). The right column shows the contested condition, in which an equal number of people supported or opposed the claim. 
The sources, names, photos, text, dependence, and support direction were randomized for each person and claim. In this example 
the sources are news organizations, but for some claims they were universities.
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claim), participants were once again asked to indicate 
how much they agreed with the claim (using the same 
0–100 slider as before, but initialized to indicate their 
initial rating). The difference between participants’ rat-
ing before and after seeing the claims represented their 
degree of belief revision after reading the posts. After 
completing all 60 trials of the experiment, they were 
given a multiple-choice question about which strategy 
they used to evaluate the claims (see the Results section 
for full details of the question and the response options).

Consensus conditions

Our primary manipulation (within participants) per-
tained to the presence or absence of a consensus within 
the four social-media posts as well as—if there was a 
consensus—whether or not it was formed indepen-
dently. Specifically, trials were either consensus trials, 
in which everyone reached the same opinion, or con-
tested trials, where an equal number of posts supported 
and opposed the claim (right column of Fig. 1). There 
were two kinds of consensus trials: independent con-
sensus and dependent consensus (20 trials each per 
person). In independent trials, each of the four social-
media posts cited different primary sources (see the left 
column of Fig. 1). In dependent trials, each of the four 
social-media posts cited the same primary source (see 
the middle column of Fig. 1). The stance of the con-
sensus was randomized, with the constraint that there 
was always an equal number of supporting (for) and 
opposing (against) trials for each claim type and con-
sensus condition.

The 20 contested trials were included for two reasons. 
First, they allowed us to investigate individual differ-
ences in the strength of standard consensus effects (i.e., 
how many people showed a larger belief shift in full-
consensus vs. no-consensus trials). Second, it served to 
reduce demand effects and ensure that participants read 
all of the posts; otherwise, they could pass the manipu-
lation check without reading them once they realized 
that all posts already agreed with the first one.

Regardless of condition, all four posters and sources 
gave essentially the same reason in different words 
(e.g., those arguing “for” on the narcissism claim all 
pointed out that narcissists were more likely to get into 
politics because of the attention they receive, and those 
arguing “against” all pointed out that the amount of time 
required to engage in politics is unappealing for narcis-
sists; see Fig. 1). The order of claims and posts, the 
assignment of claims to condition, and the assignment 
of avatars and names were randomized across all par-
ticipants and claims. The primary source was always 
either a news organization or a university, and the pri-
mary data was always some kind of study or investiga-
tion carried out specifically by that organization (made 

clear through the wording of the post). For example, 
the primary data could be a study by the University of 
Springfield, and the primary source would be the offi-
cial account of the University of Springfield.

In the dependent condition, each of the four posts 
(by four different users) re-posted the same article by 
the same source (hence the same primary data). In the 
independent and contested conditions, the source of 
the post that was re-posted and the data that the source 
referred to were both distinct for each of the four posts: 
Person A cited Source X, Person B cited Source Y, and 
so forth. Thus, each was re-posting an independent 
source and referring to independent primary data. There 
were always three primary sources and one expert tes-
timony, which was included to add some variety and 
reduce demand effects. We tried to maintain a balance 
between how many trials used each source type, but in 
some cases it only made sense to have a particular 
source type (e.g., a university would not conduct a study 
about whether a mayor ran into a burning building). In 
total, 27 of the claims had universities as their primary 
sources, and 33 had news organizations.

The news companies were real media companies 
chosen via the website AllSides,1 which allows people 
to rate the bias of different news companies. We chose 
news companies that were mid-range in popularity and 
deemed “centrist” by the raters. The universities were 
a sample of real universities ranked between 100 and 
200 by the QS World University Rankings. These uni-
versities were chosen because they would be recogniz-
able enough to be believable but not so elite that their 
reputation would substantially influence people’s 
beliefs. Whether the sources were news companies or 
institutions was deliberately chosen for each trial on 
the basis of the appropriateness to the claim, but the 
actual company or institution included in each trial was 
randomized for each participant and was always unique. 
The companies or institutions always had a profile 
photo, full name, and a “verified” tick to signal authen-
ticity. All content was fictitious. The content that was 
not part of Alister et al. (2022) was first generated using 
ChatGPT-3.5 Turbo-1106 and then refined manually to 
ensure realism and variety.

Claim-type conditions

In addition to varying the nature of the consensus 
across conditions within participants, we also varied 
the nature of the claims themselves. Given that previous 
research has suggested that knowable claims are more 
likely to induce consensus independence effects (Yousif 
et  al., 2019), we selected 30 knowable claims and  
30 unknowable ones. Each category was further subdi-
vided on the basis of the way in which it was knowable 
or not. For instance, knowable eyewitness claims include 
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something that somebody could have seen (e.g., a 
mayor saving a child from a burning building). A 
knowable fact is something that, although verifiable 
in principle, you would need to be an expert to con-
firm (e.g., a new species of jellyfish being discovered). 
An unknowable expert claim is one that does not have 
a known ground truth at the moment but that can be 
best evaluated through special expertise (e.g., eco-
nomic forecasting). Last, unknowable preference 
claims do not have a ground truth, and expertise is 
less likely to be important (e.g., whether flying is a 
better superpower than invisibility). Thus, all of the 
60 total trials per participant were composed of 15 
trials of each of the four claim types. Given previous 
literature (Yousif et al., 2019), we expected that know-
able claims would result in larger consensus effects 
compared with unknowable claims. The range and 
strength of prior beliefs endorsed by participants var-
ied considerably across claims and within claim types. 
(See Supplemental Material 6 for the full set of claims 
and the distribution of people’s initial belief ratings 
for them.)

Results

Aggregate behavior

We first examined the extent to which belief revision 
was affected by the knowability of a claim and the type 

of consensus. To account for the fact that “against” trials 
(in which the consensus argued against the claim) 
would shift beliefs in the opposite direction, we 
reversed the belief scores for against trials for the pur-
pose of analysis so that a positive shift always meant 
an update in the direction of the consensus. Effect sizes 
were equivalent for for and against trials across condi-
tions (see Supplemental Material 7.1).

As Figure 2 shows, the largest belief updates occurred 
in the full consensus trials (independent and depen-
dent, in which all four posts took the same stance 
toward the claim). People were much more persuaded 
by these trials than by contested ones in which half of 
the posts argued in one direction and half in the other. 
In the contested trials, people actually tended to believe 
the claim less after seeing the posts, although the 
degree of belief revision was very small. The figure also 
suggests the presence of a small but consistent differ-
ence between independent and dependent consensus 
trials, with participants on average more convinced 
when sources were independent.

To quantitatively assess the persuasiveness of differ-
ent kinds of consensus as a function of the type of claim, 
we compared four nested Bayesian generalized linear 
models using the brms package (Version 2.20.4; Bürkner, 
2018) in R (Version 4.2.2), using default priors: a weakly 
informed student’s t distribution for the intercept, and 
a uniform (flat) prior for the coefficients (slopes). 
Inspection of convergence metrics, such as R̂ , suggested 
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Fig. 2.  Belief update as a function of trial type and claim type. Positive belief update indicates 
belief change in the direction of the consensus for the full consensus trials. Independent trials (red) 
showed four users who shared the same opinion but cited different primary sources. Dependent 
trials (blue) involved four users who shared the same opinion and cited the same primary source; 
contested trials (purple) involved four users, half agreeing with the claim and half disagreeing, with 
each user citing different sources. The axes have been slightly constrained to better show the mean 
differences, so some individual data points are not visible.
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that using flat priors did not cause any problems with 
convergence in the sampling process.

The outcome variable was the rating after reading 
the four posts, and people’s initial beliefs (before seeing 
the posts) were included as predictors in all models 
(e.g., Table 1). To assess the relative performance of 
each model, we compared them using the leave-one-
out cross-validation criterion (LOOIC; Vehtari et  al., 
2017). Our focus was on two kinds of consensus effects: 
standard consensus (independent trials vs. contested 
trials) and consensus independence (independent trials 
vs. dependent trials). We therefore ran each of the 
models on the relevant subset of data, as described in 
the next section. Although we did not conduct a simu-
lated power estimation for the analyses of the aggregate 
behavior, as we did for the individual-level analyses 
(see Supplemental Material 2), we expected this sample 
size to be sufficient for calculating group-level effects 
given the number of trials per person, because previ-
ous studies using the same design had been able to 
detect effects similar size with around one quarter of 

the number of total observations in our study (e.g., 
Alister et al., 2022).

As mentioned earlier, we chose a Bayesian statistical 
approach, both here and in the individual-level analyses 
presented later. We chose this instead of a frequentist 
approach for several reasons. First, Bayesian models 
estimate parameters by calculating the posterior prob-
ability distribution for each parameter, which gives the 
probability of different parameter values given the data 
and our prior expectations (for an overview of Bayesian 
analysis, see McElreath, 2016). This contrasts with the 
frequentist approach, which focuses on testing hypoth-
eses and provides p values, or the probability of observ-
ing data as extreme as the observed data under the null 
hypothesis. Frequentist methods, such as null hypoth-
esis significance testing, only allow us to reject or fail 
to reject the null hypothesis, often with the sole conclu-
sion of whether a parameter is different from zero (e.g., 
p < .05).

In contrast, Bayesian methods allow us to quantify 
the uncertainty surrounding the entire range of possible 

Table 1.  Unstandardized Coefficients for the Best Model Comparing 
Independent to Contested

Coefficient Estimate

89% Credible 
Interval

Lower Upper

Intercept 9.54 7.82 11.26
Initial Belief 0.72 0.70 0.73
ConsensusInd 32.90 31.12 34.68
Claim TypeKnowFact 1.91 0.03 3.76
Claim TypeUnknowExpert 6.40 4.59 8.21
Claim TypeUnknowPref 4.21 2.33 6.02
ConsensusInd × Claim TypeKnowFact −4.65 −7.20 −2.06
ConsensusInd × Claim TypeUnknowExpert −18.78 −21.36 −16.17
ConsensusInd × Claim TypeUnknowPref −21.49 −24.13 −18.80

Note: Because initial belief is a continuous variable on the same scale as the 
outcome measure, it is interpreted this way: Every unit increase in people’s 
initial beliefs was associated with a .72 increase in their beliefs after seeing the 
posts (suggesting that participants’ initial beliefs accounted for quite a lot). The 
coefficients of the categorical variables are interpreted with respect to their 
reference variables, which is the level of the variable not contained in the table. 
Further, because of the default dummy coding of the interaction model, the 
main effects are interpreted at the interacting variable’s reference level, rather 
than aggregating across the other variable. Consequently, 32.9 for ConsensusInd 
means that participants rated independent trials as 32.9 units more convincing 
than contested trials when the claim type was a knowable eyewitness. For 
the same reason, the claim-type coefficients reported here correspond to their 
values when the consensus trial is contested, which is why the estimates suggest 
that knowable-expert trials were the least convincing, even though they were 
the most convincing when we aggregated across all independence conditions 
(see the last page of Supplemental Material 3 for full post hoc comparisons). 
Following Kruschke (2014), we show 89% credible intervals in all analyses (see 
simulated power estimation in Supplemental Material 2 for further justification). 
Ind = independent; KnowFact = knowable fact; UnknowExpert = unknowable expert; 
UnknowPref = unknowable preference.



490	 Alister et al.

parameter values, as opposed to merely indicating 
whether a parameter is significantly different from zero. 
Bayesian analyses yield credible intervals—the range 
of parameter values within which the true value lies 
with a specific probability, given the data and the 
model. For example, the 89% credible intervals we 
report in Tables 1 and 2 and Figure 4 mean that there 
is an 89% probability that the true parameter lies within 
this range, given the observed data and prior assump-
tions (we provide an explanation for why we use 89% 
in Supplemental Material 2).

This interpretation is more intuitive than the frequen-
tist 95% confidence interval, which is often misunder-
stood. A confidence interval reflects the range within 
which the parameter would fall if one could repeatedly 
sample from the population and calculate estimates in 
each sample. It is important to note that a confidence 
interval does not provide direct probabilistic informa-
tion about the parameter given the data at hand, which 
is what Bayesian credible intervals do give us.

Comparing beliefs in full consensus 
versus no consensus

We first asked whether people changed their belief more 
when the four posts agreed (a full consensus) than 
when half argued in one direction and half in the other 
(no consensus). In order to quantitatively test this, we 
compared the independent condition trials to the con-
tested condition trials that were directly comparable in 
other ways: In both conditions, the four posts had dis-
tinct, independent sources. (Dependent trials differed 
from contested trials in having a single repeated source 
and were thus excluded from this comparison.)

Results of the full model comparison are in Table 3. 
The best model (Model 4), whose coefficients are 
reported in Table 1, had credible main effects of both 

consensus type (independent vs contested) as well as 
an interaction with claim type. The main effect of con-
sensus suggests that people were more convinced by 
independent trials compared with contested trials. The 
main effect of claim type suggests that people were 
most convinced by knowable eyewitness claims, fol-
lowed by knowable facts, then unknowable expert, and 
lastly unknowable preference. Follow-up comparisons, 
reported in Supplemental Material 3, revealed credible 
differences between each claim type. Model 1 only 
considered participants’ initial beliefs about the claim. 
Model 2 also considered whether there was a consensus 
or not, and Model 3 added claim type. Model 4 also 
considered the interaction between the presence of a 
consensus and claim type and was favored by leave-
one-out cross-validation criterion (LOOIC). All models 
also contained a random intercept term for each par-
ticipant (Brown, 2021).

The model also suggested an interaction between the 
nature of the consensus and the type of claim: The dif-
ference in belief between a full consensus and no con-
sensus was larger when the claims were more knowable. 
Interestingly, looking at Figure 2, this interaction reflects 
not only the fact that for knowable claims people were 
more convinced by a consensus, but also that they were 
more likely to revise their beliefs against knowable 
claims on contested trials. One might imagine that this 
reflects initial differences in certainty between knowable 
and unknowable claims. However, this does not appear 
to be the case: When we added prior certainty to the 
models (operationalized as the distance of initial beliefs 
to the initial belief scale midpoint (as in Orticio et al., 
2022), the main effects and interactions remained (see 
Supplemental Material 4.3). Instead, it is possible that 
the presence (or absence) of a consensus is more infor-
mative for knowable claims. If a claim is unknowable 
in principle, it does not mean much whether people 
agree or disagree. Conversely, full consensus for a 
knowable claim might be reasonable evidence that the 

Table 2.  Unstandardized Coefficients for the Best Model 
Comparing Dependent to Independent

Coefficient Estimate

89% credible 
interval

Lower Upper

Intercept 42.896 40.789 44.977
Initial Belief 0.666 0.648 0.684
ConsensusInd 1.678 0.725 2.620
Claim TypeKnowFact −2.706 −4.055 −1.329
Claim TypeUnknowExpert −12.420 −13.816 −11.054
Claim TypeUnknowPref −15.898 −17.271 −14.512

Note: Ind = independent; KnowFact = knowable fact; UnknowExpert 
= unknowable expert; UnknowPref = unknowable preference.

Table 3.  Model Comparison Predicting Belief in the Claim 
After Independent Versus Contested Trials

Model LOOIC SE Rank

Model 1: Initial Belief 27693 100 4
Model 2: Initial Belief + 

Consensus
26633 116 3

Model 3: Initial Belief + 
Consensus + Claim Type

26565 117 2

Model 4: Initial Belief + 
Consensus × Claim Type

26335 121 1

Note: LOOIC = leave-one-out cross-validation criterion. The lowest 
LOOIC (indicating the best model performance) is in bold.
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claim is true, whereas disagreement on knowable claims 
is a good indication that it might not be.

Comparing beliefs in dependent versus 
independent consensus

Our second question concerned whether people rea-
soned differently for independent and dependent trials. 
As shown in Table 4, the full-model comparison favored 
Model 3, indicating that the independence of the con-
sensus and the type of claim were both important to 
belief revision (with no interaction): On average, peo-
ple tended to be more convinced by an independent 
consensus than a dependent one. The main effect of 
claim type reflected a larger effect for knowable than 
unknowable claims (Fig. 2). Although the main effect 
of independence was credibly greater than zero in the 
winning model, it was quite small relative to the other 
consensus comparison (as evident in Fig. 2 as well as 
in the coefficients reported on page 2 of Supplemental 
Material 3).

A follow-up analysis indicated that the group-level 
results were qualitatively unchanged even on the first 
trial, suggesting that they did not arise because of 
demand effects or because participants were becoming 
sensitized to the consensus manipulations over the 
course of the experiment (the full analysis is reported 
in Supplemental Material 7.2).

Individual differences

A key aim of this experiment was to explore whether and 
how individuals vary in how they reason about consen-
sus. We therefore looked at individual behavior on the 
same questions as before: To what extent do people 
change their beliefs more when there is a full consensus 
versus no consensus, or an independent versus depen-
dent one? As Figure 3 shows, the vast majority of people 

were sensitive to consensus, changing their belief more 
when all posts agreed; however, people varied substan-
tially in how they reasoned about independence.

A detailed note on how to interpret the coefficients 
is found in Table 1. The only difference is that because 
the best-performing model did not contain an interac-
tion, the main effects of the categorical variables are 
collapsed across the levels of the other variable.

We used Bayesian linear models to quantitatively 
classify the different kinds of participants as one of four 
possible logical types. First, some people might be gen-
erally insensitive to consensus: they reason similarly 
regardless of whether all four people agree or whether 
there are two on each side. Second, some people might 
be sensitive to the presence of a consensus but insensi-
tive to source independence. Third, some people might 
be more convinced by a consensus when the sources 
are independent. And finally, some might be more con-
vinced when the sources are dependent. Each partici-
pant was fitted to a model in which the outcome 
variable was that person’s belief after seeing the posts. 
We then compared the two models: a baseline null 
model, in which the only predictor was that person’s 
prior belief in the claim, compared with an alternative 
model that also included a predictor corresponding to 
the effect in question.

The top panel of Figure 4 explores sensitivity to 
consensus (i.e., whether people changed their beliefs 
more with a full consensus than with none). It shows, 
for each person, whether they were best fit by the null 
model (blue circle) or by the alternative (green triangle) 
that included a predictor corresponding to consensus 
(contested vs independent). All but three participants 
(96%) were best described by the alternative model, 
suggesting that the vast majority of people were more 
convinced by four people agreeing than by two people 
on each side. The median individual difference in belief 
change between the full consensus (independent) trials 
and the contested trials was 23 points in favor of the 
independent trials. There was substantial individual 
variation, however, ranging from close to zero change 
to over 40 points of shift.

The bottom panel of Figure 4 explores sensitivity to 
independence. It shows, for each person, whether they 
were best fit by the null model or an alternative model 
that included a predictor corresponding to indepen-
dence (dependent vs. independent). The majority of 
people were best fitted by the null model, but 22% were 
more persuaded on independent trials (positive on the 
y-axis) and 8% were more persuaded on dependent 
trials (negative on the y-axis). Although the majority of 
participants showed no sensitivity to independence, 
these results support the idea that there are notable 
individual differences. For example, at the group level, 

Table 4.  Model Comparison Predicting Belief in the Claim 
After Independent Versus Dependent Trials

Model LOOIC SE Rank

Model 1: Initial Belief 26952 103 4
Model 2: Initial Belief + 

Independence
26946 103 3

Model 3: Initial Belief + 
Independence + Claim Type

26493 111 1

Model 4: Initial Belief + 
Independence × Claim Type

26496 111 2

Note: The models were similar to those shown in Table 3, but here 
we compare the two independence conditions. Model 3 was favored 
by leave-one-out cross-validation criterion (LOOIC). The lowest 
LOOIC (indicating the best model performance) is in bold.
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median belief change was only 2 points higher on inde-
pendent trials, but for participants best fit by the alter-
native model it was 9 points. In addition, the median 
estimate of belief change for those who were more 
convinced by a dependent consensus was just as strong 
(also 9 points).

In Supplemental Material 1, we present various 
exploratory analyses (not preregistered), investigating 
whether these individual differences are associated with 
any of the demographic variables we collected (age, 
education, politics, and social-media use). However, 
our analyses did not reveal any statistical evidence that 
would allow us to reliably conclude that any of these 
variables were driving individual differences. However, 
it is important to emphasize that our study was not 
designed to test these relationships, so failure to find 
any credible relationships in our analyses does not 
mean they do not exist. However, these analyses may 
be useful for motivating future researchers interested 
in more rigorously testing what underlies individual 
differences in the persuasiveness of different kinds of 
consensus.

One consideration is that because claims were ran-
domized for each person, different people saw different 
claims in each consensus condition. Therefore, it is 
possible that the individual variation we observed could 
be a reflection of the fact that some participants were 
differentially exposed to the claims likely to produce 
independence effects. If this is indeed an issue, one 
indicator would be individual-level results that were 
driven by a small number of trials, or claims in which 
participants showed particularly large belief changes. 
In Supplemental Material 5 we also report a number of 
follow-up analyses (not preregistered) which suggested 
that this individual variation was not due to a few out-
lier claims and instead reflected consistent preferences 
for a particular type of consensus.

As an exploratory (not preregistered) analysis of con-
sistency between the two sessions, we also ran the 
model on each session separately to see whether peo-
ple who were judged as being sensitive to indepen-
dence overall exhibited similar behavior in both 
sessions. Although the estimates were substantially 
noisier because there were fewer trials, there was a 
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Fig. 3.  Belief updates for each individual. Bars represent the difference in beliefs across the comparison conditions: independent – contested 
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condition (independent consensus, dependent consensus, or contested). The plot shows that almost everyone shifted their beliefs more on 
average for independent trials compared with contested trials (top), but there was substantial variability in how persuaded people were by 
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strong positive correlation, r = .57, t(21) = 3.07, p = 
.006, between estimates in the two sessions for partici-
pants who were best fitted by the alternative model 
overall. In other words, people who changed their 
beliefs more in the direction of independent trials in 
the first session also did so in the second session, and 
the reverse was true for people who changed more in 
the direction of dependent trials. As one might expect, 
participants who were classified in neither group did 
not appear to have any consistent preference across 
sessions.

Exploratory analysis: How often did 
people change their minds?

We have shown that people usually updated their 
beliefs in line with the consensus but that the size of 
this change varied depending on how knowable the 
claim was. What remains unclear is (a) how belief 
changes varied depending on whether people initially 
agreed with the claim or not and (b) how often people 
actually changed their minds qualitatively by switching 
from disbelieving to believing, or vice versa, as opposed 
to just reducing their certainty in their original belief. 
Figure 5 shows how much beliefs changed, on average, 
on the basis of whether people originally believed the 
claim (for; belief > 50), disbelieved (against; belief < 50), 
or neither (equal; belief = 50). Interestingly, there only 

appeared to be a reasonably clear group-level differ-
ence between independent and dependent trials when 
participants were initially in favor of the claim. In the 
contested trials, people were more likely to change 
their beliefs in favor of the claim if they were originally 
against it, and they were more likely to revise their 
beliefs against the claim if they were originally in favor. 
The directionality of these differences can probably be 
partially explained by ceiling effects (people had more 
room to move on the scale in the opposite direction to 
what they already believed). However, ceiling effects 
do not explain why the belief revision was more pro-
nounced when participants were originally for the claim 
than when they were initially against it.2

Another way to explore the same issue is shown in 
Figure 6, where we illustrate the number of trials in 
which participants qualitatively changed their minds by 
switching either from believing to disbelieving or from 
disbelieving to believing. (Participants who had a prior 
rating of 50, indicating no preference, were removed 
from this analysis.) Participants changed their minds on 
22% of trials, with 82% of those changes of mind occur-
ring in the consensus conditions. This result shows that 
not only did some people update their beliefs in line 
with the consensus, but they actually qualitatively 
changed their minds. Further, the extent to which peo-
ple changed their minds corresponded with how know-
able the claim was: People were more likely to change 
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their minds for knowable claims (7% for knowable eye-
witness and 7% for knowable fact) compared with 
unknowable claims (4% for unknowable fact and 3% 
for unknowable preference).

Discussion

We performed a large-scale assessment of consensus 
persuasiveness over many different individuals and 
claim types. Using a mock social-media paradigm in 
which each participant assessed the veracity of 60 real-
istic claims, participants updated their beliefs in light 
of either (a) an independent consensus (everyone 
agreeing and citing different sources), (b) a dependent 
consensus (everyone agreeing but citing the same 
sources), or (c) no consensus (two in favor, two oppos-
ing, all citing different sources). These three trial types 

allowed us to look at two kinds of consensus effects, 
which we discuss below.

Full consensus versus no consensus

We were able to replicate previous work demonstrating 
large group-level belief changes in the direction of 
claims that are supported by a consensus relative to no 
consensus (e.g., Ransom et  al., 2021). In addition, 
unlike previous research, we were able to quantify this 
at the individual level: Nearly everybody updated their 
beliefs in line with the consensus, with substantial 
variation in how much.

We also found that this effect was stronger for claims 
that are more knowable—that is, claims that are more 
likely to have a ground truth. Although this possibility 
has been suggested to underlie independence effects 
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(Yousif et al., 2019), we are the first to (a) develop an 
explicit taxonomy that distinguishes between different 
kinds of knowability and (b) show that this taxonomy 
can reliably predict how persuasive a standard consen-
sus is. This finding makes sense; if it is impossible for 
anybody to know the truth of a claim, an aggregate of 
opinions might not be very convincing. Conversely, it 
might be more sensible to aggregate opinions when 
there is a knowable ground truth: In such cases, con-
sensus estimates are consistently more reliable than 
individuals (e.g., Mannes et al., 2014).

The fact that knowability is relevant has important 
implications. It suggests that if bad actors want to 
reduce people’s belief in a claim that has a consensus 
among experts, they do not necessarily need to reduce 
the perception that a consensus exists; they might 
merely need to create doubt that the claim is knowable 
at all. Indeed, this kind of rhetoric is already employed 
by popular climate deniers with wide-reaching plat-
forms (e.g., Jordan Peterson), who have claimed that 
the climate is too complicated to be modeled accurately 
(e.g., Readfearn, 2022).

Independent versus dependent consensus

Consistent with a number of recent studies, we found 
a small effect of consensus independence. At the group 
level, people tended to be more convinced when every-
body cited different sources rather than the same ones 
(Connor Desai et  al., 2022; Simmonds et  al., 2023; 
Yousif et al., 2019). Interestingly, this group-level effect 
was not influenced by the claim type, contrary to the 
hypothesis posited by Yousif et al. (2019).

At the individual level, most participants in our study 
were similarly persuaded by an independent consensus 
rather than a dependent consensus, but the minority 
that were more persuaded by independence updated 
their beliefs more than our group-level effects would 
suggest. Further, a small subset of participants were 
more convinced by a dependent consensus (to an 
equivalent degree as those who preferred an indepen-
dent consensus). These individual differences highlight 
how small or null group-level effects can be misleading 
(such as those found in our own study and previous 
studies, e.g., Alister et al., 2022; Connor Desai et al., 
2022; Sulik et  al., 2020; Yousif et  al., 2019), because 
they hide the heterogeneity in individuals’ reliance on 
a given factor.

The majority who did not prefer an independent 
consensus is particularly interesting given that domi-
nant normative computational theories of reasoning 
outline that people should be more convinced by inde-
pendent evidence (Couch, 2022; Madsen et al., 2020; 

Whalen et al., 2018), or simply assume independence 
without considering contexts where this may not be 
the case (e.g., Oktar et al., 2024). Our findings have at 
least two possible interpretations with respect to these 
theories. One interpretation of our results, which is how 
most research has described deviations from normative 
models in these contexts, is that it shows how people 
are often irrational when reasoning from a consensus 
and do not appropriately weight the informational 
advantages gained by independence. Our individual-
level approach, however, allows for a second interpreta-
tion, which is that people have different underlying 
(but reasonable) assumptions for what independence 
versus dependence means. For example, observing 
multiple people endorsing the same primary source 
could be a cue to that source’s reliability; if that is the 
case, and if source reliability is uncertain enough, a 
dependence consensus might actually be more persua-
sive. Variation in the extent to which people make this 
(or other) assumptions may contribute to the individual 
variation that we observed. This has important implica-
tions for existing theories of consensus reasoning, 
because it suggests that there are reasonable generative 
assumptions people are making that existing theories 
do not yet consider.

One consideration is that participants who could not 
accurately identify the stance of a post were removed. 
This could have inflated the standard consensus effect 
relative to the independence effect if it made people 
focus more on consensus than they otherwise would 
have. However, we believe this is unlikely, as our effect 
size aligns with previous studies that lacked this manip-
ulation check (Alister et al., 2022; Ransom et al., 2021). 
An open question is whether similarly directing atten-
tion to independence would increase sensitivity to it. 
Additionally, it is also important to caveat that our 
sample was limited to U.S. participants recruited from 
Prolific, so our findings may not generalize outside of 
this sample.

In summary, learning how people are persuaded by 
different kinds of social consensus is crucial for under-
standing how information circulating online will affect 
public opinion (Lewandowsky et al., 2019). The cur-
rent work used empirical and analytic methods that 
allowed us to examine the impact of different types 
of consensus on belief at both the group and indi-
vidual levels. Our finding that individuals vary con-
siderably in their sensitivity to source independence 
highlights how group-level analyses (which are the 
norm in this area) can obscure important individual 
heterogeneity that might be important for illuminating 
how different people reason about consensus informa-
tion in the real world.
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