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Abstract

Much of what we know comes from other people, and the quantity of information provided is often constrained by time or space. For a communicator, what information they choose to convey depends not just on the nature of their topic, but also on the social inferences their listeners will make about them based on what they say. For the listener, their interpretation of information given to them depends not just on the information itself, but also on what inferences they make about the bias and motivations of the communicator they received it from. In this paper we explore how and whether these social factors interact with the “true” nature of the information being communicated. We find that stronger evidence does not always lead to stronger conclusions and often leads to increased perceived bias. Communicators, perhaps for this reason and perhaps for others, often modulate the evidence they present to be less unanimous than warranted. This has implications for real-world situations, like communicating about climate change: in such situations, both communicators and listeners behave in what may be individually rational ways, but the end result is that the underlying truth gets distorted.
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Introduction

In everyday life, people are required to communicate evidence and persuade others in situations where there are strong constraints of time or space. Sometimes the communication limits are externally imposed: journalists have word limits and speakers have time limits. Cognitive limitations impose bottlenecks of their own: a 1000 page report that is never read by anyone cannot be said to constitute effective communication. These constraints present a difficulty; in many situations the body of evidence that exists is quite substantial but only a small subset of it can be communicated to others.

Scenarios such as this, which are common in the real world, create an evidence selection problem for the communicator. How should one choose the subset of evidence to give to others? Conversely, how should receivers evaluate evidence when it is given to them? Given that much of what we learn is from other people, these are core theoretical issues in the study of human cognition. Due to the fact that set of the people who collect evidence (e.g., scientists) is not the same as the set who can (and should) benefit from that information, this issue is also of critical practical importance.

The problems facing communicators and receivers are intertwined as well. For instance, one obvious strategy for a helpful communicator is to select the sample that most closely captures the main statistical information in the true distribution. This is a sensible strategy if the receiver assumes that the evidence has been sampled from the true distribution in a similar way (i.e., helpfully or at least in a random, unbiased manner). Indeed, most theories that focus on how people reason from multiple sources of evidence approach it as a simple estimation problem with this character (Tversky & Kahneman, 1972; Budescu & Yu, 2006; Trueblood, Kachergis, & Kruschke, 2011). Consistent with this, people often appear to combine multiple sources of evidence roughly by averaging them (Anderson, 1981; Fischer & Harvey, 1999).

However, in the real world, evidence is often not generated helpfully or randomly. Rather, it is provided by a communicator with their own capabilities and biases. For instance, suppose you are watching a youtube video you have never watched before. It discusses a new drug that promises to increase sexual prowess. Two sources are quoted predicting that the drug will be 98% and 96% effective respectively. The standard models of evidence aggregation would predict that one ought to conclude that the drug was very effective on the basis of these sources. Yet it also seems plausible that one would instead infer that the reporter was biased since they only selected overwhelmingly favourable reviews. In this social context, because the evidence is chosen by an individual, otherwise compelling evidence may not provide strong grounds for believing the event would happen.

The possibility that people reason this way is consistent with a great deal of research demonstrating that making inferences about other people’s actions and beliefs is foundational to human cognition (Dennett, 1987; Tomasello, 1999). It plays a key role in human learning (Tomasello, Carpenter, Call, Behne, & Moll, 2005) and communication (Grice, 1975; Frank & Goodman, 2012), and is at least sometimes a rational consequence of the fact that people are choosing the information that they provide to others (Shafto, Goodman, & Frank, 2012). This approach suggests a very different view of the problem of evidence selection and aggregation – one in which learning requires assessing the weight of the evidence as well as the biases of the presenter. One goal of this paper is to investigate whether people’s behaviour, as both communicators and receivers, is consistent with this possibility.
It is already well-known that people’s inferences are shaped by the social context in which they occur. However, most of the existing research focuses on inferences based on the features of the people involved rather than the evidence they are presenting (see Bless, Fiedler, & Strack, 2004, for an overview). In terms of that evidence, there is also ample indication that humans are not very good at monitoring or correcting for sampling processes (e.g., Stasser & Titus, 1985; Kareev, 2000; Fiedler & Juslin, 2006). However, most of this work concerns sampling that is biased due to non-obvious causal mechanisms in the environment (Chater & Oaksford, 2006) rather than the biases of the person providing the information. Given that people are reasonably good at reasoning about others’ actions and beliefs in other contexts, might that suggest they would do well in this situation too? Or is the hidden mental state of the communicator enough of a non-obvious causal mechanism to make this difficult?

One thing is clear: when evidence is social in origin the learner should treat inference as a problem of persuasion, at least in part. Viewed as a persuasion problem, it is unclear how people would be expected to behave in the scenario above. Reliance on judgmental heuristics is common, especially among learners who are not highly motivated or who have low cognitive capacity (Kunda, 1990; Petty & Brinol, 2008). But even among those with strong motivation and cognitive resources, different considerations imply different outcomes. On the one hand, a message is more persuasive to an engaged audience if it consists of many strong pieces of evidence (Petty & Cacioppo, 1984; Chaiken, 1980). However, if the sheer extent of the positive evidence seems suspicious, it may also give rise to an impression of bias that may undermine source credibility. The body of evidence showing that people are more influenced by credible sources is extensive (Pornpitakpan, 2004). For instance, people are less persuaded when they know that the speaker has a financial interest in successful persuasion (Hovland & Weiss, 1951) or if they know the speaker’s intention to persuade in advance (Hass & Grady, 1975), and they are more persuaded if the speaker does not know they are listening (Walster & Festinger, 1962).

Along similar lines, a suspicious overabundance of supporting evidence may act as a cue about source credibility by turning a superficially persuasive message into an argument that “doth protest too much.” Moreover, from the communicator end, people who intuitively believe that this is true may be motivated to weaken their own arguments as an attempt to preserve their own credibility. If people behave this way when evidence strongly supports a conclusion, individually sensible behavior could result in situation in which communicators must deliberately distort the truth (lest their reputation suffer), and receivers therefore draw much weaker conclusions than are actually warranted.

This paper presents a preliminary investigation of how people act in this situation, as communicators as well as receivers. In Study 1, people acting as communicators had to provide information about a situation in which the underlying distribution of evidence is skewed: most experts believe one thing but a single minority dissenter disagrees. In Study 2, receivers were given different patterns of evidence chosen by communicators in Study 1. Do people acting as communicators attempt to select information as veridically as possible, or do they overselect the sole dissenter, perhaps in an effort to appear more unbiased? On the receiver side, are people more likely to conclude that the communicator was biased when the information presented is unanimous? How do prior biases and the specifics of the situation affect these tendencies?

Our findings demonstrate that people communicating to others do not simply select the most mathematically accurate subset of information to provide. Instead, they prefer to include the dissenter even when doing so makes the chosen subset vary markedly from the true distribution. We also show that reasoners make inferences about the biases of the communicator on the basis of the distribution of evidence provided alone. Taken together, these results suggest that social reasoning may play a non-obvious role in how people select evidence for others and interpret evidence themselves.

**Study 1: Communicators**

**Participants.** In view of the recent push towards replicability, we ran two identical versions of this study, both times on Amazon Mechanical Turk. Because this was a between-subjects design, with each participant answering only one question, in order to have enough power for all of the subquestions each version of the study had a large sample size. Of the 587 total participants across both versions, 21 were excluded for failing the attention filter making 566 in total. 354 (62.5%) were male, 522 (92.2%) were from the USA, with 41 (i.e., 7.2%) from India and the rest from a handful of other countries. Ages ranged from 18 to 70 (mean: 32.27). All effects replicated so far because of presentation we combine the samples and report both together.

**Overview.** In this between-subjects 2x2 design each person was asked a single question about one scenario after filling out a demographics questionnaire which included a query about their political affiliation and an attentional filter at the end (a multiple-choice question asking what the basic premise of the scenario was). Participants were paid $0.40USD for the 3-5 minute study. In all conditions, participants were shown a skewed distribution of experts in which all of them strongly endorsed a claim and one dissenter strongly disagreed. In different conditions people saw different numbers of majority experts, each on a different line (e.g., “Person A is n% confident that X”). The location of each person in the list, including the dissenter, was randomised, as was the assignment of people to the four conditions below.

**Cover story manipulation.** The two cover stories were designed to elicit different prior biases from the participants. In the political candidate scenario, people were told to imagine being a journalist writing an article about a local political candidate named Hilda Pimlith. The experts in this case corresponded to members of the public whom offered confi-
Do people decide to include the dissenter, and does this decision vary as a function of the cover story or the number of experts they saw? As Figure 1 shows, the majority of people in all of the cover story conditions chose the dissenter. Interestingly, there is no difference at all depending on the number of experts they saw: people were just as likely to pick a dissenter if it was one of five experts as if it was one of fifteen (BF of 0.0204 for the effect of number of experts).\footnote{Bayes factors (hereafter, BF) reported rely on the Bayesian equivalent of an ANOVA for the difference between these means. The factors were calculated using the BayesFactor package in \textit{R} (Morey & Rouder, 2014, v0.9.8). In all cases, analogous frequentist tests were also run with the same qualitative result.}

Figure 2 breaks these results down as a function of cover story and the self-declared political affiliation of the participants. 57.5\% of our participants defined themselves as progressive/liberal, while 18.7\% affiliated as conservative (the remainder declared themselves as “middle-of-the-road” or declined to state an affiliation and hence are excluded from all analyses comparing progressives and conservatives).

There are several interesting aspects to these results. First, it is clear that there is no effect of the number of experts regardless of political affiliation: in every instance people included the dissenter the majority of the time, and did not vary in their likelihood of including if they were choosing from expert groups of different sizes (for progressives, BF for the model with experts alone is 0.0473; for conservatives, BF is 0.1001). This contradicts what a communicator should do if their only goal was to accurately reflect the mean of true underlying distribution: in that case, when there are 10 or 15 total experts, excluding the dissenter would result in a subset that is closer to the true mean.

Although political affiliation did not affect people’s tendency to include the dissenter at a high rate, it did affect how people responded to the cover story. Conservatives did not change their behaviour based on it, including the dissenter at a reasonably high rate regardless (BF for model with cover story alone: 0.2243). By contrast progressives were more

---

**Figure 1:** Proportion of people including the dissenter as a function of the total number of experts. Communicators were shown 5, 10, or 15 experts who were all strongly in agreement with each other with the exception of one dissenter. People selected a subset of up to three people to include in a journal article. They showed a strong preference to include the dissenter, even when that dissenter was a tiny minority. Dissenters were just as likely to be included when they were far outnumbered by the other experts.

**Number of experts manipulation.** In addition to the cover story, we varied how many interviews each participant was shown. In all cases the majority of experts/interviewees strongly endorsed the claim and one person strongly dissented. The majority experts were each randomly assigned to have between 90\% to 96\% confidence in the claim: thus, for instance, in the POLITICAL CANDIDATE scenario one interviewee might be 92\% confident they were voting for Hilda Pimlith, while in the CLIMATE CHANGE scenario one interviewee might be 92\% confident that climate change exists and was caused by humans. The dissenter was always 4\% confident. In one condition people saw FIVE total experts; in another they saw TEN and another they saw FIFTEEN.

The varying numbers of experts in each condition means that the average confidence of the experts presented varied by condition as well. With FIVE, the average is 75\%; with TEN it is 84\%, and with FIFTEEN it is 87\%. A set of three experts including the dissenter would thus have an average confidence of 63\%, while not including the dissenter would yield an average of 93\%. These numbers result in different predictions of what reviewers people should include if their goal is to be as close as possible to the true average they saw. When there are FIVE experts it is closer to the true average to include the dissenter, but when there are TEN OR FIFTEEN it is closer to exclude them.
likely to exclude the dissenter if they were writing an article about climate change (BF for model with cover story alone: 4423.05). This may suggest that progressives are aware that the vast majority of scientists believe in climate change (Cook et al., 2013), or may be less likely to assume that people will think they are biased for excluding the dissenter.

So far we have seen that providers tend to include the dissenter even when that dissenter is vastly outnumbered – a strategy that is not in accordance with the behaviour of a person who only cares about accurately reflecting the true distribution. One interpretation for this is that people may also care about something else whose goals are divergent – namely, possibly, the social inferences the receiver of the data will make about them. Perhaps they include the dissenter because excluding them is more likely to make the receiver conclude that they are biased. One way to investigate this is by looking at what inferences receivers make as a function of whether the dissenter is included in the subset or not. We turn to this in the next study.

### Study 2: Receivers

**Participants.** As before, we ran two versions of this 3-5 minute study on Amazon Mechanical Turk, at the same rate of payment. Again all effects replicated so we combine them here. Of the 591 total participants across both versions, 20 were excluded for failing the attention filter, leaving 571 in total. 332 (58.1%) were male, 519 (90.9%) were from the USA, with 48 (8.4%) from India and the rest from other countries. Ages ranged from 18 to 67 (mean: 31.95).

**Overview.** Again the study involved a fully between-subjects 2x2 design. Participants were asked if they were reading an article by a journalist who interviewed experts on global CLIMATE CHANGE. The article then reports the interviewees (either two or three). This time we varied whether the dissenter was included in the two or three; the non-dissenter always had a majority viewpoint with a confidence between 90% and 96%. For each participant the experts were shown in a random order.

After seeing the reviewers included in the article, people were asked two questions. The social inference question asked them what they thought about the author of the article: whether they were impartial; biased; or biased but trying to appear impartial. In order to reduce demand effects, people were also given the option of saying “I have no idea”; these responses were excluded from the analyses.

Participants were also asked a topic inference question about what they decided regarding the topic at hand. In the POLITICAL CANDIDATE scenario the question read, “Based on these people, how likely do you think it will be for Hilda Pimlith to get voted into office?” In the CLIMATE CHANGE scenario it read, “Based on these scientists, how likely would you think it is that climate change exists and is caused by humans?” Even though the climate change question asks people to answer based only on the hypothetical article we presented, we did not anticipate that people would be able to divorce that situation from their prior beliefs about climate change. We therefore thought that this question would provide a window into learning how prior beliefs combine with the interpretations people make about socially selected evidence.

### Results

As is evident in Figure 3, the social inferences people made were very different depending on whether they saw experts sets with a dissenter or without (BF of 1.75 × 10^8). When absent, people are more likely to say that the communicator was biased than give any other alternative interpretation; when present, they are much more even and the modal response is now to conclude that the communicator is impartial.

We can ask more specific questions by breaking down performance by political affiliation and cover story. As before, we include only the 54.9% of our participants identified as progressive and the 17.0% who were conservative. The results, shown in Figure 4, demonstrate that people always make different inferences about bias depending on whether the dissenter is present or not: progressive POLITICAL CANDIDATE (BF = 1.53 × 10^6); progressive CLIMATE CHANGE (BF = 4.527); and conservative CLIMATE CHANGE (BF = 5.2893388). The least striking difference occurs with the conservatives who read an article about the POLITICAL CANDIDATE (BF = 1.514), but even they were more likely to infer bias when the dissenter was absent.

\[\textbf{Figure 3: Inferences about bias made by receivers.} \text{ Participants in the receiver condition were shown articles either containing a dissenter (present) or not (absent). They were asked what they thought about the author of the article: were they impartial, biased, or trying to appear impartial but not actually (fake)? Those who saw only experts in complete agreement with each other (absent) were far more likely to infer that the communicator was biased.}\]

\[\textbf{Figure 4: POLITICAL CANDIDATE vs. CLIMATE CHANGE.} \text{ The least striking difference occurs with the conservatives who read an article about the POLITICAL CANDIDATE (BF = 1.514), but even they were more likely to infer bias when the dissenter was absent.}\]

\[2\text{This was calculated using the contingencyTableBF() function in the BayesFactor package in R, assuming independent multinomial sampling. Chi-squared tests had the same qualitative result.}\]
Regardless of condition, then, people always were more likely to infer that the communicator was biased if the dissenter was absent. In addition to this general trend, there were differences based on priors and cover story. Overall, conservatives appeared to have a higher prior belief that the communicator was biased (perhaps because they were more distrustful of the media?). In addition, progressives but not conservatives behaved differently in the CLIMATE CHANGE scenario, being more likely to conclude that the communicator was impartial even when no dissenter was provided.

Having explored how the presence or absence of a dissenter changes people’s inferences about bias, we can also ask if it changes the inferences made about the underlying phenomenon of interest. Answers to the topic inference question reveal that people’s confidence was 82.8% when there was no dissenter but dropped to 69.0% when one was included (BF of $2.32 \times 10^9$ that these are different). Given that the underlying average confidence in the TEN and FIFTEEN expert conditions was over 80%, a drop to 69.0% represents a fair degree of miscommunication.

Taken together, these results illustrate the catch-22 situation facing the communicator. If they include the dissenter, people draw inaccurate conclusions, having less confidence in the topic than justified by the range of evidence. But if they do not include the dissenter, they are perceived to be biased. For people in situations in which reputation and trust is essential, this may be an important consideration.

**Discussion**

Overall, this work suggests that when people are selecting evidence to give to people in a communicative context they are motivated not just by accuracy alone. When the true underlying distribution of evidence is highly skewed, communicators have a strong tendency to include the dissenting opinion, even when that dissenter is vastly outnumbered. Consistent with the idea that this may arise out of a motivation to look impartial, receivers who are presented with evidence showing substantial unanimity are much likelier to infer bias.

The trade-off between reputation and fidelity is especially interesting in light of the fact that many real-life situations have this character. A journalist choosing to report on any issue in which there is substantial but not complete consensus – such as climate change – must risk the possibility of being perceived as biased, if they do not include the small minority of opposing opinions. As our results suggest, including the dissenter means that people who view the evidence emerge with a distorted picture of the underlying reality: they think that the dissenting view is better supported than it actually is. One way to avoid this situation may be to instead provide summary statistics (Lewandowsky, Gignac, & Vaughan, 2013) but given the salience of human-interest stories that focus on a small subset of individuals, this option is not a cure.

Our results provide an interesting contrast with the “weak evidence effect”, which occurs when receiving weak evidence makes people less likely to believe a conclusion than receiving no evidence at all (Fernbach, Darlow, & Sloman, 2011, but see also Harris, Corner, & Hahn, 2013). This effect may arise because the receivers reason that if there were stronger evidence they would have been provided with that. In this paper we find what we might call the “strong evidence effect” in which stronger evidence does not always lead to stronger inferences. Perhaps because strong evidence makes receivers think that the communicator was biased, it causes them to discount the evidence.

That said, we cannot be sure based only on this preliminary study that communicators include the dissenter at such high rates because of their desire to appear unbiased. Multiple other explanations are possible. For instance, since people’s confidence decreases when the variance of expert distributions goes up (Budescu, 2006), they may include the dissenter as a way of communicating their unease. Another possibility is that the tendency to include the dissenter is similar to the tendency to overweight small probabilities when they are presented numerically (Hertwig, Barron, Weber, & Erev, 2004). Yet another is that people include the dissenter to communicate something about the ends of the distribution as well as its central tendency. According to any of these explanations, this behaviour on the part of the communicator may have nothing to do with social inference at all. An appealing aspect of the social explanation is that it accounts for the otherwise coincidental fact that receivers do interpret the absence of a dissenter to indicate bias. Even so, it is of course possible that receivers make those inferences and communicators don’t care or are unable to modify their behaviour to take that into account. We are investigating these other possibilities in ongoing research.

In a sense, our results are consistent with a broad collection of results in the reasoning literature suggesting that people’s inferences are inconsistent with normative expectations of how inferences should be drawn from evidence. These normative models assume that evidence is randomly sampled, while the evidence selected by people is clearly not (e.g., Budescu & Yu, 2006; Trueblood et al., 2011). Indeed, a large
literature suggests that people are not unbiased samplers of evidence in general (Stasser & Titus, 1985; Bonawitz et al., 2011; Shafto, Eaves, Navarro, & Perfors, 2012).

Similarly, our results are also consistent with the persuasion literature, although they go beyond existing research on this topic. For the most part, we would expect that a message will be more persuasive if it contains many strong pieces of evidence (Petty & Cacioppo, 1984; Chaiken, 1980). However, when that evidence has been selected by a person whose motivations are unknown, adding it may also induce a “suspicious coincidence” that reduces the effectiveness of the message by undermining the credibility of the source.

Our findings suggest that understanding how people choose evidence – as well as how they evaluate the evidence they have been given – may not simply be a matter of parameter estimation, but may also reflect a sophisticated process of social inference and balancing social goals. Given that people are social creatures, this may seem to be a sensible conclusion; however, this view of evidence and reasoning is one that has not been traditionally been acknowledged by models of evidence selection and aggregation. Future work must explore how robust this finding and to what extent it does actually result from social reasoning rather than alternate causes. In the meantime, our results illustrate one way in which people’s inferences do not simply reflect the objective value of the evidence they are given – stronger evidence is not always better when it comes to human behaviour.
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